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CTI Reports
Problems:

● long

● unstructured

● unfiltered

● full of jargon and acronyms

● hard to keep up



Motivation - useful things with AI – beyond 
the hype



What if an AI would…

1. give a short summary

2. highlight threat actor, targets, TTP

3. tag everything, so we can filter

a. by country / industry

b. by affected software

c. by TTP Prompt: a cyber analyst drinking 
coffee, happy, relaxed



What AI actually does…

1. send your data to the cloud (and train on it)

2. leave out relevant information

3. make up things (hallucinate)

Prompt: a cyber analyst drinking 
coffee, stressed, everything on fire



So, can we do this locally?



Yeah, maybe but first, how does an LLM 
actually work?



Next work/token prediction

• LLMs get trained on “masked” input

• Their goal: predict the next word 
(token)

• Everything beyond that is an 
“emerging property” kinda like 
magic

…but it is not magic, just 
statistics



Can we make it better?



How to do fine tuned, local models?

• Use a good, open base foundational 
LLM: mixtral, mistral, Llama-3

• But can we do it? Are they as good?

• Can we train them on our data?

• Do we need a datacenter of GPUs?

• No! 
• Use a solid base-model 

• Add a LoRA model “on top”



Recipe for a fine-tuned LLM

BASE Model
+

DATA
+

GPUs
=

Profit



Find a good base model
https://huggingface.co/

Models are usually have different variants:
1. Number of parameter

7B,22B,405B
More means better, but also more GPU

2. Type
a. base (good a predicting token, eg 

code completion tasks)
b. instruct (good at responding to 

prompts, eg summarizing)

https://huggingface.co/


Get the data

The quality of your data determines how good 
your fine-tuned model will be!

There are not many CTI datasets…

https://orkl.eu

We took 10k reports:

1. cleanup (convert to markdown)
2. summarized (using proprietary AI)

https://orkl.eu


GPUs

● You will need a LOT of VRAM
● If you are not comfortable spending

100k€ upfront or building a mining style rig,
renting GPUs is surprisingly cheap and easy.

● Aarons bitcoin mining AI setup:

https://lambdalabs.com/service/gpu-cloud

https://lambdalabs.com/service/gpu-cloud


Ready for training?

LoRA Pre-training (“raw”) vs. instruct-fine-tuning:

1. pre-train an adapter on top of mistral-nemo-instruct (<-- keeps 
instructions know-how)  (JSONL format):

{ “text”: “... here goes document 1…”}
{ “text”: “... here goes document 2…”}
…

approx 24h on 3 x RTX4090

Result: neurocti-mistral-nemo-
   12b-orkl-base



Ready for training (2)?

1. Next, fine-tune on summarization instructions
a. get from larger model (gpt-4o-mini): good examples of summaries
b. combine with prompt and original report
c. provide example answer
d. keep x % for evaluation 

Approx 36h on 3 x RTX4090

Result: neurocti-mistral-nemo-12b-orkl-instruct 

https://huggingface.co/ctitools/neurocti-mistral-nemo-12b-orkl-instruct


Profit

mistral-nemo-base mistral-nemo-base with fine-tuning



Sharing is caring

Get the models / datasets:
https://huggingface.co/ctitools

Get code / instructions:
https://github.com/ctitools/neurocti

13k+ CTI reports:
https://orkl.eu/ - thanks to Robert Haist

Participate!!
→ get in contact with us

https://huggingface.co/ctitools
https://github.com/ctitools/neurocti
https://orkl.eu/


We have an LLM, now what?



NER
Named 
Entity
Recognition



RAG
Retrieval 
Augmented 
Generation



AI Agents



Research /w Andreas Happe
https://offensivegraphs.ai

http://www.youtube.com/watch?v=iMEV5M8xzpc
https://offensivegraphs.ai


team@cti.tools


